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ABSTRACT

The emphasis of mastery learning instructiontis uﬁique in thatﬁ
concern is.not only with ratsing the level of achievement but also
with reducing the variability of achievement:among the students
instructed..- The Glass effgct size estima{or, presently used as an
index to measure the effectiveness of mastery Tearning experiments,
is examined re]atjve to these two conditions. This paper advances
the thesis that the Glass effect size estimator repreéents only
one dimensioﬁ in the assessment of mastery learning experimental
outcomes. The sécond dimension of effect, relevant to maétery
learning outcomes, is-the variability of the’é??éct. The index to

' be proposed is directed at assessinb this cdndition, in addition

to the information provided by the effect size estimator.
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A PROPOSED ADDITIONAL INDEX TO GLASS' EFFECT SIZFE ESTIMATOR
WITH APPLICATION TO MASTERY LEARNING EXPERiEMENTS
| .
Stimulated by the publication of Jacob Cohen's book, Statistical

Power Analysis for the Behavioral Sciences (1969), and poputarized

by Glass and.cthers (Glass, 1976; Smithsand G]ass,-1977; Rosenthal
‘and Rubin, 1978; Ku]ik, Kulik and Cohen, 1979; Glass and Smith,
1979); the concept of effect size fE%) has receivéd much attention as.
a practical means of assessing treatment effectiveness and as a tool
for the quant1tat1ve synthes1s of research. Of}particular interest
in this paper is the ut111zat1on of the Glass effect size estimator
as an index to measure the effectiveness of individual mastery
&—;//’1earring (mL) experiments. The emprasis of mastery instruction is
| un1que in that the ML ph11osophy is concerned not on]y w1th ra1s1ng
the level of achievement but a]so with reducing the var1ab111ty of
achievement. "As we have proposed elsewhere (Block, 1974),-if
| mastery approaches do in fact he]p more students to learn better
than has traditionally been the case, the mastery-taught students
should exhibit greater fearning, as well as less variability tn
their learning, than nonmastery-taught students. That is, the

" mastery-taught students shou1d not only learn better, they should

learn more like one another" (Block and Burns, 1977).




Traditional 1nstructionai,mode1s are not specifically concerned,

'.g_Egiggi, with the dual pr6b1ems"of increasing the level of achieve-
ment and concomitantly redﬁcing the variability of pérforﬁance as the

major outcomes of instruction. In these mode]s, concern is usually
concentrated .upon the overall level of treatment effectiveness (effect

size) as measured by the differences in average level of achievement.

Benjaﬁin Bloom believes that théloutcome of reduced variancg
resu]tiﬁé'from ML experiments is one useful index of What_his o
theory of school learning promises (Bloom, 1976). Block and Burns
(1977) in their review of 39 ML experiments involving 57 compari-

sons of éverage achievement test scores in a variety of subject
areas report that mastery-taughtlstudents scored higher than
nonmastéry-taught studénts 89 percent of the time, aﬁd significantly
higher 61 percent of. the time. fn addition, 26 of the 39 réViewed
ML experimentg reported variance data involving 80 comparisons. Of
| the 80 comparisons, maéie(y,students exhibited less variability 74
percent of the time on ach{evement'test scbreswthén noﬁméstery-
taught studenfs: Upon computing the ES estimator for each.of these
comparisons, B]ock_and Burné\report that mastery-taught students,
scored oé the averagé,_tWo-thirds of a staﬁdard deviation higher
than.nonméstery-taughtystudents. Similar resu]ts—are reportgdxby

\

Bloom (1976).



It is clear then Fhap‘the dual importance accorded to level and
variability 6f aéhievément within the ML context necessitates the
development of 1ndicés reflecting these condftions. The measure-
ment of 1éve1s of achievemént, vis a vis effect size, is approprij
ate in "traditionai“ instructional experiménts as- noted préVious]y.
However, this measure represénts only one dimension in the-assegs-
ment of ML experimental outcomes. The second dimension of effect, .
re]evant\to ML experimenté,’is the “"variability" of the\gffett.

The index to be proposed is directed at assessing this condition in

addition to the information provided by the ES estimator.
THE GLASS EFFECT SIZE ESTIMATOR . | j

The ES estimator as proﬁosed by Glass (1976) is defined as tﬁ;
difference between the means of the experimental (Xg) and control - -
groups (Yb) divided by the sténdapd devjatibn of the control group
(Sc). The'inde; is a pure, "dimension]ess," number expressed in
terms of the standard deviation métric. Simp]& stated, ", 7 . the
effect size (ES) is some specific non-zero value 1ﬁ the population.

The 1afger this value, the greater the degree to which the phenom-

-

enon under study is manifested" (Cohen, 1977)." Thus, ES = 1.0,
indicates that the eiperimenta] group mean exceeds the control SN

group mean by one standard deviation; assuming no?ma]ity, only 16



percént of the control group participants are higher than the
_average experimenta1 participant. ‘This tnterpretation is justified
if the two groups compared are distributed normally on the outcome
measure and have homogeneous variances. However, these assumptions
are not tenable for an ML experiment where the conditions of non-
homogeneous variances and_non-nonna]ity are likely to result. (In
a latter section of this paper, pertaining to the application of
the proposed index to the results of actual ML_experiments, a test
of the non-honogeneity of variances is conducted to verify the
outcome of this condition.) /'
Although Glass (1978) notes that the definition of ES appears
uncomp]icated; he acknowledges that heteregeneous variances pose
substantial difficu]ties in its formulation and interpretation: )
He then proceeds to present his arguments.for utilizing the “control

group standard dev1at1on as the metric of standard1zat1on via the

consideration of the fo110w1ng examples:

|

\

. Experimenta1= Control
Means '-f - Xe ;KSZ X = 50
Standarn Deviations Sg -2 | S¢ = IQ
Basis of Standardization Effect Size

N 1,00
Sc, | 0420
(S¢ + Sc)/2 ) 0.33




~ He states that'the measure of‘ES céuld be calculated by using
efther Sg, S¢ or a combination of both, but notes the huge
differences resulting. The'aVerage of fhe two standard.deviations
should be dismissed in his words "as merely a mindless statistical
reatiid%ufbmé'berp1exihg choice" (Glass, 1978), and argues that the

two remaining estimates are correct. \

In Glass' second example, he considers two experimental groubs

compared with a control with the fo11owin{ results:

j
I

Method A Method B  Control
‘Means 56 50 48

Standard Deviations 10 1 4

_His argument fé]]ows:
| If effect sizes are calculated using the standard
| deviation of the "method," then ESp equals 0.20 and

ESg equals 2.00 -- a misleading difference, con-
sidering the equality of the met&pd means on the

_,débenaent variable, Standardization of mean |
differences by. the control group standards devia-
tion at least has the advantage of a11ottingfequa1
effect sizes to equa1,means. Thisﬁséems reason
enough to rgso]ve the choice in favor of the control

grphp standard deviation (G]ass,-1978).;' \

o
o A h . ' . -5~ - | \ ‘
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He further notﬁs, however, that the problem of hetprogenoous

variances remains and has no clear answer.

In the preceding example, if the mean of the control group
happened to equal 50, it is clear that the ES estimator would. equal
zero in both instances, implying no differences between the groups,
This 1s a perplexing prob1em for measuring the effectiveness of
mastery learning outcomes, |If Method B rephe;ented a ML group,
intuition would suggest a difference févoriné:that éondition, i.e,.,
although the level of 1earn1ng is the same for all three groups,
those individuals in Method B\are 1earn1ng, as.a group, in a more
homogeneous manner than those\]n Method A and the Control. The

. |
problem here’is one of accounting for the presence of qeterogeneous

{

~_variances, when Glass' estimate of effect size is zehoﬂ
| L |
A PROPOSED SOLUTION | }
|

The effect variabifity index has the property that;it uti]i;es
all the descriptive Statistiés resu1tiﬁg from_an expeﬁiment, ie.,
the means anq standard deviations of the groups to beJCompared,

and does not go to zero in the presencé of equal means associated

with heterogeneous or homogeneous variances. Its utility will be



k2
17 /

i1lustrated by comparing it against the results of the two previ-
ously cited examples, in addiﬁToq to applying it to actual ML
experimental results to {llustrate its 1nterpret\ve power and

|
ease of application.

The ﬁroposed index is derived by creating for cach experimental
group‘the coefficient of variation, i.e., the ratio of the sample
stawdé%d deviatiqn to the sample mean (Snedecor and Cochran, 1980).
The 1n3ex is then fprmed by etablishing the ratios of the coefficients

of variation for ;hé\groups ko be compared, Bhat is,

Iijy3=CVy/CVvy 1 =13 i=3j=1...k treatment (1)
' — ' oups
= (si/%4)/(s5/%5) group
= (si/s5)(X;/%4)

!
The impetus for this formnulation is that ‘each coefficient of vari-

ation reflects the amount of variability associated with a given

mean, and subsequently, the ratio of_.these coefficients\fac111tates
the asses ment of their combined effectiveness, The 1nt;}pretation
of this index can best be illustrated by referring to Glass' first

example:

-



-'the final number, but 1n the 1nformat1on prov1ded by

Experimental - Control

Means. _ ' 'm;” ' Ye =52 o= 50 ,
Standard Deviations . Sp =2 o sc = .10

o Coefficients of Variation 2/52 =".038 10/50' .20

| ES (us1ng control group SD) ' ' 0.20

' Reca111ng the. def1n1t1on of - 11/3,

\' | IE/C = (Cvg/Cvc)
i lgsc = (Se/sc) (Re/Re)
ahd.suhstitgting, - -
| Igsc = (2/10)-(50/52)
lgge = (02)+(.96)
=19

Ig/c

A

: o ) _ A B
The importance of this index is not necessarily reflected . in

) \

_'the factors determ1n1ng the product. Each factor pregfnts the

' re]at1ve 1mpact of the 1nd1v1dua1 ratio of the means and standard

. \
deviations, Let us explore thjs-result in the context 'of an ML
ekberiment. o

. . - \\
. '\\\ . . , .o ) . /

, o
The ES est1mator equals 0, ?0, suggest1ng that the two groups

.do not d1ffer great]y.“ A]though\\h1s\eit1mate mayHresult in a

sat1st1ca11y,s1gn1f1cant difference in thextga\1tiona1 sense, the

- .

magnitude'of'the.number i§"considehed:aﬁ"small' e?YEG~'within the
. N . /’ . ’ ‘

15
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,context of ML experiments\(glpck and Burns, 1977;_BToon5’1976).

In spite of the levels of.échievement'being re]ative]y’simi]ar,

the argument cou]d be:, advanced that the lower ach1ev1ng ML (Exper1-
mental) students are for the most part all ach1ev1ng et a high =
1eve1 compared to . the 1ower ach1eV1ng students 1n ‘the. control group

(S = 2 vs Sc = o)
. g . _ L

. S ‘
- / .
S ;

o fothough/the two indices appear similar, ES = .20 and Ig/c
) ' / ' ’ v / '

= .19, their meanings are different. The closer.IE/C.is to zero
the greater the impact on variability of the experimental treat-

ment;-(i)e.,\the group represented in the numerator); whereas, the Cd
larger the value of ES (either in a positive or negative direction)

the greater the effect favor1ng e1ther the exper1menta1 or contro]

group. . As IE/C approaches one,:the d1fference between the two

groups becomes~m1n1ma1. As IE/C exceeds one, the effect var1ab111ty

tends to favor the contro] group (1{8., the ‘qroup represented in
- the denominator). "Finallyl where.the ES estimator disappears in
the presence of equal experimenta] heans and heterogeneous or
. homogeneous var1ances, the proposed est1mator retains this- 1nformat1on -

the rat1o of the means 1s simply oné and the 1ndex is soley dependent
on the rat1o,of standard deviations.
/_' /// . A b

L@

Let us illustrate this last situation by assuming that the

«cantrol group mean in the_present example equals 52. The ES




est1mator equals zero (no difference in exper1menta1 effect)
whereas Igjc = .20, \essentla]]y equ1va1ent to Igsc = 19, in wh1ch
Xe = 52 and Xc = 50} a resu]t pr1mar11y due to the approximate
equality of ‘the means conpered, f e., Xc/Xg =-50/52 = .96, whereas
Yb/YE = 52/52 % 1.0. Thus, the effect of heterogeneous var1ances

is clear in the presence of equa] or near]y equa] means. .

It is noted_that?the-fonnuTation of this ratio does not neces-
sitate that the coefficient-of'variation of the experimental group

. appearin“the numerator. For examp]e we could use Ir/E, then,

e

feje = (sc/se) (/) G

T—— N —s

and substituting.yie]&s,

]

) - Icse = (10/2)(52/50)
O Igge = (5)-(108)
Ic/e = 5.2 = 1/1gyg

\
£1nce the 1ndex exceeds one, the results favor the exper1menta1
group, i.e., the group represented 1n the denominator,” Thus, |3:97
and IC/E are rec1proca]1y re]ated ' Th1s relationship together with
a compar1son of IE/C and ES are summar1zed in Tab]e 1 As is trJe
for a]] new]y proposed quant1tat1ve indices, term1no]ogy such a$
"close to zero" or "close to one" carry a subJect1ve 1nterpretat1on,

eventually ref1ned by familiarity with having employed the index in
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TABLE 1, Characferistics of Ig ¢

rnferprefaffbns

Interpretation

nEgulv&[enf:
Condition

Conditions

& 'Ec

-

ES

Its
approaches exper imental
‘zero group favored
approaches no difference
one between groups
T - »

greater control group

than one favored

<"/ g

Ic/e approaches )’

~-"one
_/

lc/e approaches
one

lc/e approaches
zero

l. .Sg >Sc & % > Xg

/fl- Sg < éc & ;& < ;E

1. Sg >Sc & Xg > Xg

V. Sg >Sg &% < Xg

no difference

PRy

’E/C < ,75,
treatment

favored

lE/C < ,75,
treatment
favored

IE/C,close_fo one,
no difference;
"signlficantiy"

larger than one, ,

control favored

W75 < lgpo < 1.0,
no difference;
"significantiy"
larger than one’
contro! favored

smal | &Vnegaflve,
no difference -
large & negative
contro! favored

small &.poslflve
no difference

large & positive
treatment favored

smat-1-.&_negative -
no dlffenence\\\‘i

large & negaflve
control favored

small 8 poslitive
‘no difference

I?cge & positive
treatment favored

{
{

O

ERlC
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a number of experimenta1‘situatidns in addition to studying the
distribution of the irdex (see Appendix B, derivation of the large
sample normal approximation for IE/C)-. For purposes of this:

. TR P AN
d1scussfon we Wikl adopt the convent1on that c]ose to zero 1mpT1es,

e
4

C < IE/C < .35 close to one will mean, .75 < IE/C < 1.0; and IE/C
between .35 and .75 w111 be considered an "average" effect.
%i\ . B E |
f'Qeta{igblaSS‘ second example:

A . N
RN - -
B N 9 .-

W Method A Method-B  Control

. o
Means . - .50 - 50 " 48
Standard Deviations -10 1 g

.Appiying the Glass estimator to these results, neca]]ing that
the standardization metrieAis’SC = 4, ES is equal to .5 for both
methods, suggesting both condittons have equal effectiveness (recall
tnat this is effettiveness relative to the ievel of.achievement
and not effect1veness relativé to the reduction of var1ance), in
spite of heterogeneous_varJances.c If one were to use the ES method
to estimate the relative effectiveness between Methods A and B,
regardless of the standard deviation (i.e., §Aﬁ= 10 or Sg =-1), ES
would equal zero suggesting no difference. A close inspection of

the results of th1s exper1ment once again f?Pm'a ML v1ewpo1nt

suggests that Method B is more effective than Method A.

-12<



a number of experimental situations in addition to studying the
distribution of the irdex (see Appendix B, derivation of the large
samp]e normal approximation for IE/C) ~ For purposés of this:

,/-’_\
d1scussfon we Wikl adopt the convent1on that c]ose to zero 1mpT1es,

e
4

C < IE/C < .35 close to one will mean, .75 < IE/C < 1.0; and IE/C

between .35 and 75 w111 be considered an "average" effect.

g - h . '
}\\ - - )
: |

- <

“Recall’ G]ass second example:

A . .
PRS- - -
N W “ .

W Method A Method-B  Control

. w
Means . - .50 - © 50 © 48
Standard Deviations -10 1 g

4Appiying the Glass estimator to these results, reca]]ihg that
the standardization metrisAis’SC = 4, ES is equal to .5 for both
methods, suggesting both conditfons have equal effectiveness (recall
tﬁgt this is effestiveness relativé to the ieve1,of.a;hievement
9nd\not effectivengss relativé to thé reduction of variéncé), in
spite of heterogenebus variances:Cfo one were fo use thé ES method
to estimate the relative effectiveness betﬁeen Methods A and B,
regérdless of the stahdard deviation (i.e., §Aﬁ= 10 or Sg =-1), ES
would equal zero suggesting no difference. A close inspection of

the results of th1s exper1ment once again f?Pm'a ML v1ewpo1nt

suggests that Method B is more effective than Mbthod A

-12<




/PROPERTIES.OF THE EFFECT VARIABILITY INDEX
y | _ :

It ¢an be shown that Ig/c can be expressed as a linear function

of ES (see Appendix A for derivation); i.e.,

]

Y

te/c 7 OVE/CVG = Se/sc - (CVg)- € @

Thus when ES =:0_(equiva1ent to Xg = X¢), Ir/( Sg/Sc, is N

¢

‘ o . \
simply a function of the ratio of standard daviaticns. COnsequently,\\\’
the meaning. of Ig/c isfapparent in. the presance of equal treatment
means and potentiaily;heterogeneous variances. | ’ . .

j
. .. . / . . . .
In the reviewers/nqtes concerning an earlier version of thig
paper (Gle-J, Shepvgrd and Smith, 1983), it was noted_thatfin the
'presence of equal gtandard deviations, Sg = Sc, the IE/Cuindex_iS

not invariant under a linear transformationl. The/following example

+

will serve to illustrate this_conditibq;‘;ASSUme Sg = S¢ = S'Ene jt

= 45 and Xg = 55. Then Ig/c = .82 and ES = 10. 1f the means were

i :
transformed by adding 10 to each, then IE/ =-.85, whereas ES . '

remains constant, i.e., ES = 10, If the sa ple s1zes for both the
contro] and treatment groubé were, "E = ng = 50, and app1y1ng the
1arge sample normal approx1mat1on resu]ts dwscussed in Append1x B,

both the 1n1t1a1 index and the transformed 1ndex yield a nons1g-

'n1f1cant di fference between the treatment and controt\ The 1arger

R N i

o RSP

-14- -
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the additive constant the greater the di fference between the

0riginé] Ig/c and the transformed estimate of effect variability.

& .

We must ask how meaningful this problem is in a ML context.

~ Obviously, for experiments using the same measuring -instrument

(i.e. tests), there is" no such transformation, and so there is no
problem. If the instruments used are-similar (in metrical properties)
then the prob]ém will be smallt CIf, however; the instr?ments are |
cohsiderab]y different, then it’wbuld be possible to attain differences
in Igyc that looked imbortant,.but Qefe due only to the particular
choice of. 1nstrument It 4s the author's contention that.the

_prob1em here is in the use of 1nappropr1ate measures and not in the
1ndex itse1f. One way to circumvent such prob]ems would be to |

énsure that a]] 1nstruments used in. a ser1es of ML exper1ments

cou]d be ]ocated on a common scale (one could use a Rasch 11nk1ng

procedure, outlined in Best Test Design, Wr1ght and Stone 1979), 1t

is hard to imagine an ML éxperjement'in which this would not be.good
advice in any case. If one is compartng across experimenta1'studies,

' However, and the instruments used in each dfttéh marted1y in.théir -
level of difficqjty, then this prob1em’rematns.. Such prot1em§/ﬂ§//i

» ) ) // .
Lo e = Cx S o . :
'_these are not uncommon 1in 1nd1ces and yet have practtng/app11cat1on.

RSP examp]e, Hedges (1981) has shown that ES 1tse4f/;s bi;ﬁed even
Ser homogeneous variances; however,/jfl§/can be contro]/ed and
i

eveQ ignored, so long as one -is aware of the 11m1tat1on in app11cation{f,

7 L



N

In the presence of“both'unequal means and standard-deviations,

i

the situation improves. ‘hssume-SE ’ 5 and SC 10, Xg = 55 and

_b = 45, Then IE/C = '41 whereas ES = 10. Transforming both means
by adding 10 to each yields IE/C / .42, a slight increase of .01.:
F1na11y in the presence of equa\ means and unequa] standard _;f".”
deviations, IE/C remains 1nvar1ant, as 1]1ustrated o;,Equatdon 3. ‘
In general if X' = aX'+ b then B |

T'ejc = (Se/ScLEETe + b)/(a%e + 01~ (4)

A'//
L

- and Ig et E/G/qf and on]y if, b/a < Xc and b/a < Xg. The sca11ng

parameter//a does not change the rat1o of standard dev1at1ons.

/ . / . A"’__g___v,.,/,—m"‘ e

- T Contingent oponAthe previoos discossion{”?tyappears.appropriate
g to recommend tnat Ig/c, the effectxpariabi1ity index, be used as a
tool for assessing experinental outcomes ﬂiﬁﬁiﬂ a given research
' study as opposed to between stud1es,'re1at1ve to meta analysis
concerns. However, if tests used in-a varjety of.exper1menta1
- situations are equivalent in their level of ditfic]ty, the Ig,c

estimator is & suitable tool to employ. . . t

-16-




"APPLICATIONS TO REAL DATA
- . The réader is‘}eminded that the consideration of.IE}C has been
étimu1ated by experiments associaﬁéd within the ML context, where
level and variébility of achievement are bﬁth of concern as measure§
of effeéiive ML instruction, é problem not adequately accounted for
by the G1$s$ estimator. The data examined in Tab1e.2 are from a
~ study undertaken by Block (1972) ih.which the criterion level-of -
master}'was selectively varied across fou; treaéméht groﬁps (95, 85,
75 and 65 pefcehf mastery. levels) énd the results compared to a "
vcontrbl; non-mastery group. Block noted “thatbés the performance
level attained increased, aQerage achievement test scores rose and
the dispersion fg11., The 85 and 95 pgrcent mastery.treatments not
only helped étudents to attain significantly higher average ‘scores
thaggéﬁélnonemastery treatment, but the treatments ajso helped

homogenize student achievement around these scores."

For'the 75 and 65 percent mastery learning groups, the ES )
estimator is approximately zero; whereas I75/C = ;53 and Igg/c = .69
and "éverage* effect according to the convention adopted. earlier. /

/-

o ) _ :
For the 95 and 85 percent mastery groups, ES = .64 and ES = .46 _ /

respectively; whereas, Igs/c = .31 and Igg/c = -39, EffeEtS'strong]¥/~—
favoring the two ML.groups. These di fferences are due primarily to

the impact-of the ratios of the standard deviations.favoring the

-17- .
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TABLE 2, Compérlsons Between lgc and ES for Block Data

Average
) ] Test Scores Standard o .

Treatment Group (Percent Correct) = Deviation  (Sy/Spy) % (Xu/X4) = lgsc ES

Mastery
95 ‘percent 64,9 _ 9.09* 41 .7 31 .64
85 percent 60,7 10,49% A7 83 .39 .46
(N = 14) :
75 percent 50,8 11.79*% 53 1.00 53 .01
(N = 14)

: 65 percent 49,0 15,49 .69 1.00 .69 =07

(N =12) ’

Non-mastery A 50,5 22,40

(N = 25) ’

*Significant di fference (p < ,05) between treatment group sféndard-devlafldn-comparqg
to control group. : ) ’ . T

- L -18-
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expérimenta]xgroupsi of the four comparisons permitted by the FS/
.method the 95, 85 and 75 percent mastery treatment groups standard
deviations are significantly different from the non-mastery group
standard-deviations. -(TheiF-test for the ratio of two variances

was emp1oyed ) For the 75 percent mastery group compar1son,

ES
_greup; whereas IE/C = f53, implying a difference between the groups
canpared,in‘the presence Pf\neterogeneous variances. .

Table 3 presenS?’the results of the matrix of all phssib]e
comparisons among-the treatment groups along with the confidence
interva1s for each calculated Ig/c (see Appendix B for confidence
interval formu]a). For examp]e,'reading down the 95.percent column,
in which the 95 percent mastery grdup.is chmpared to af1 other
groups, each confidenEe'interVa1'Containing 1.0 indicates a non-
significant differénce between the grouﬁs compared. The ES estimator

~does not permit comparisons among the treatment groups, whereas the
IE/C estimator; together with the tonf{dence intervals, imp]ies '
that no differences exist among the 9 , 85, and 75 percent groups;
between the 75 and 65 percent group 3 and between the 65‘percent

and:non-mastery group. A11~other> ifferences between the treatmentk

¢

groups and the non-mastery group. /are significant.' 0Once again
a]though the ES = .01 suggestsrno difference for the 75 vs non-
mastery group comparison, the Ig/c estimator does 1nd1cate a

. d1fference between these groaps.

.
4
/
3

-19- 24
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Mafrlk of Comparlsons of

\ .

; TABLE 3, lg,c for Block Data
. Treatment Groups ) ES Estimator-
95 85 75 65 :
95 .64%
85 8l
Treatment (.20, 1,42)! A46%
Groups )
75 .60 % o714
(14, 1,06) (.21, 1.27) JO1*
65 .44 .55 I3
(.09, .79) (13, 97) (.17, 1.29) -.07
Nonmastery W32 39 . .52 T ‘
(.09, .55) (.13, .65) (17, .87) (.20, 1,22) QF

*Signiflcant dlfference (p < ,05) between treatment group standard devlaflop comﬁaréd
to control group. v

1

v
\

1., See Note., All confldence Intervals are computed at the 99 percent level,

ERIC

Aruitoxt provided by Eic:

~



The second set of comparisons, presented in Table 4, come from
a number of mastery learning experiments reported by Bloom (1976).
The data have been rank ordered relative to the ESkestimator and
'separated into two groups, heterogeneous and homogeneous -variances.
All conf1dence 1nterva1s for Ig/c not conta1n1ng 1.0 1mp1y a s1gn1f-
\7Eant d1fference favor1ng the ML group. Of the 8 compar1sons within
‘the heterogeneous group, all Ig/c estimates are significantly
: .différent from 1.0, Of the 11 comparisonslfor the homogeneous group
'only Z\IE}C'estimates are significant, favoring the ML group. It
'appears that in the presence of heterogeneous var1ances, the IE/C
estimator para]]e]s the ES index suggest1ng an effect favoring the
ML group; that is, not only is effect size large relative to level
of achieyement (ES estimatorj but,also large relative to the
reduct ion of yariabi]jty'(IE/C estimator) (This condition is ‘true.
for a11 cases with one°exception noted inhthe Block data in Table 2,
- for ES = 01 and I75/NM = 52 ). However, the “magn1tude" of the
effect implied by the Ig/c est1mates and the correspond1ng conf1-_,
dence 1nterva1s are not as strong as those 1mp11ed by the ES index
based upon the prev1ous1y suggested gu1de11nes. -In the presence of
homogeneous variances, the resu]ts are reversed. For the 8'ES “
‘est1mators greater than the abso1ute va]ue of .49, on]y one” Ig/c
index is s1gn1f1cant compared to the 1arge effect sizes reported..

Consequently, in the presence of homogeneous variahces,\a1though

-21-



'TABLE 4! Comparlisons Between lg,c and ES tfor Bloom Data

R

Xe Se Ne X 'S¢~ N lec lE/c Confidence’  ES
,,,,,,,,,, interval Estimator
Heterogeneous Varlances
74,00 18,40 1985 55,30 19,10 1271 ° .72 (.67, ID* .98
60,70 10,10~ 15 46,50 15,00 93 .52 (.25, .. 79)* . .95
69.30 17.30 1723 49,50 22,30 1310 .55 (.51, .59*. .89.
71,40 21,40 1895 52,80 21,10 1410. .75 (.69, .80)* .88
78,20  4.50 113 72,40 6,70 113 .62 (W87, TN Co.e7
73,50 19,00 1806 54,30 22,30 1104 ° ,63 . (,58, '.68)* .86
3,52 0,50 . 98 2,51 1,40 75 .26 (17, 3% .12
90,30 - 5.20 20 85,90 10,10 21 .49 (.20,. .76)* 044,
Homogeneous Varlances
30,30  3.80° 30 26,10 4,70 217 ,70. (.33, 1,07) .89
64,40 16,30 - 19 52,80 -13,20 24 1,01 (.41, 1.61) .88
74,60 12,40 33 64,40 12,60 - 20  ,85 (439, 1.29) .81
68,50 13,90 26 56,90 16,00 33,72 . (.36, 1.08) .72
120,30 23,90 17 99,00 35,40 17 .56 (18, .94)* . .60
73,10 12,10 168 66,80 - 11,90 92 .93 (.70, 1,16) « .53
3,46 0,59 ° 24 ° 3,07 0.79 22 .67 (.29, 1.05) .49
77,10 12,00 20 71,46 | 14,70 17 .16 . (.29, 1.23) .39
61,30 8,10 9 56,10 14,10 . 9 52 (.06, .98)* .37,
. . 13,50 4,50  -34 15,90 5,60 37 .94 (.49, 1.39) | | =.43
59,00 13,80 31 67,40 17,00, 30 .99 (.50, 1.48) -.49

%Signlflicant difference between the ML and .control group. All confidence intervals
~are calculated at tha 99 percent level, o '

wiiﬁma o - . - o L .
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the ES estimator is 1argeAreTétive to the level of “achievement

" differences, the reduction in the variability is minimal.

Table 5 presenE;/{ge results of Table 4-in a different prespec-

tive, emphasizing the importance of<examining the component ratios

9of meéns and standard deViations,-fn brder to clarify the results of

the preceding discussion. The fdrmat of Table 5 para]]e]sbthét of
Table 4. The first apparent trend is that the component ratjos of
the means and standard deviations for the hdmogeneous,variance‘grOUﬁ
of comparisons exceed those of the hetérogeneous variance group,

indicating that the means and standard deviations of the ML and

r.control grodps‘arg approximately equal numerically in the homogeneous

group. Of the two significant ig/c-indices in the homogeneous group;
one apparentaéxplanation for their significance is implied by the two
smallest standard deviétion ratios, .68 ;nd .57 associétéd with nearly
equivalent mean ratjbs of .82 and .92 fespective]y.. That is, in the
case of §E/5C = 57y the Mngfgups‘ standard déviation is onﬁy‘57 -
percent of the control group's §tandabd\ﬁeviation; and in the
pregence of a mean.ratio Xe/Xg = .92; results in s%énificgnce. A.i
similar oééurrenée is exhibited in the heterogeheoﬁs group of
comparisons for Sg/Sc equal to .67 and .51\re1atiy§'to Yb/YEuequa]

to .93 and .95 respectively. Consequenily, the ihterac%ions of the |
two component ratios comprﬁsihé:lg/c do contribute to'thé'inter-

pretation and undeFStanding of Igc. Simu]atfqn studies are



5% ' \\

{

Wik

LR
S8

AN

NG

TABLE 5. Comparisons of the Component Ratins of the g/ Index

Sg/Sc. Xc/Xg Ie/c ES Esﬁimator

Heterogeneous Variances

.96 N I 72 .98

.67 77 . .52 ﬂ | .95

.78 STl 55 .89

101 J4 . LT5 : .88

.67 93 .62 | . .87 g o
.85 .74 63 .86 e
J3F 71 .26 T2 e
5" | .95 .49 : .44 - N”///

Homogeneous Variances : S - e
~ j . . . . ey
.81 : .86 J0 . ' .89
1.23 .82 1.01 .88
.98 .86 .85 . e
.87 .83 J2 - e 72 :
.68 .82 .56 o 60
1.02 ) .93 PO .53 \
.75 . .89 .67 L - .49
.82 .93 .76 e .39
.57 92 - . .52 - .37
© .80 1.18. 94" R .43
.87 1.14 99 ' ' =89 L
6/ e T pom——
f :{c
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directed at investigating the effects of sample size relative to

the sampling variance’ of Igyc are reported in Appendix R;

SUMMARY

The indekvproposed in this paper is advanced as an additiona]
measure of treatment effect, speCifieally app]ied to experimental
programs where both 1eye1 and variabiTity of tne variable under
study fs of dual concern. The proposed effect variability esti-
mator, comparad to the ﬁsxestimator and presentlyAused tdimeaédre
tneveffect of ML programs: | |

' 1. ut1]1zes the means and standard dev1at1ons of a]] treatment
. I £y

cond1t10ns to be compared . ,/'

2. does not go to zero in the presence of equa] means and

~

heterogeneous or hbiﬁb“g‘r*h’é'b’l]"'s”"‘V‘a"r‘”'i"'a"h'ces N
3. " provides for enhanced interpretation bnd understand1ng vid a

stra1ghtforward examination of the anponent rat1os and

heir relative impact;
NQEwaa i]itatesgihe rank ordering~pf Ereatment effects within
I\:experjmenta] siudies amoné all treatment grbups;\
5. emph sizes the dual nature of “"effect size" relative to
| -both evel of achievemen£ and reduction of variabiiity

within the context of ML experiments.:

LAV S s PPV SR




The impohtance'assotiated with both level and variability of
aéhievement; especially relevant to ML experiments, demands the
deve]opmen£ of techniques to capthre and illuminte these cpnditions.
This paper is an attempt to resolve a preplexing problem. At

. presént work is underway, directed at investigating the distri-
butional properties of Ig,c .and comparing the power of Ig /¢ rela-

tive to ES under the conditions discussed.

" 6. . .
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APPENDIX B

Derivation of the lLarge Sample Normal Approximatibn for Ig/c




.

!

LARGE SAMPLE NORMAL APPROXIMATION

The derivation of the larce sample normal approximation for

Ig/c appeals to the delta (§) method discussed in Rao (1973):
Let T, be a k-dimensional statistic (Tln,---Tkn) such that the
asymptotic distribution of Y (Tyy - 64), 1 = 1...k, 1s

" k-variate normal with mean zero and dispersion matrix 2= (G}j),
Let gl,...gq\be q functions of k-varfaées and each gy beLtota]ly
differentiable. Then the a.d. of VA [94(T1n,.--Tkn)-91(01,.--0k) 1,
=1, ...,q, is q-variate normal with zero means and dispersion

matrix GEG', where G = (8gi/d03). For Ig/c, let

512 T2
522 722

rL= X2 and r%: U2 (1)
Xl uq

where ,I,NN(,Ql,E ), and assume that the asympototic distribution of

VA (T, - 8) is N(0, =) where S is defined as

2114 0 0 0

| 0. 2T 0. 0
Zf 0 0" T2 0 - @

0 0 -0 T2

li -28-
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Define the function g to be g = V]j/Tz + (T3/T4), then the & -method
method yields

Vi [9(1)-9(8)I~N(0,AZA") (3)

where A = (a1j) and ayy = ég/Jh evaluated at‘hT‘ = 0. Taking the
partial derivatives of g(T) and calculating AZA' yields

CAZA' = g2(]) %912T1'2 + 028772 % 02732 + 91T4'_2} (4)

Evaluating AZA' at T = @ and recalling that (0) = 712, Ay = To2,

83 = up and B4 = up) yields

G2 = AZA! (612/G2). (up/u1)2 [1 + (3'22/u‘22 * 0"12/1112] (5)

The asymptotic distribution of Ig/c is
N [Igjc - (@1/u1)/ @3/up) I~N(0,AZ A') (6)

‘and the corresponding large sample normal approximation is
1 at

lg/c~NL(G1/u1)/(G2/uz), AZA']. | o (7)

Substituting the respective sample statistics results in a test

' stafistic of no difference between the treatmeht groups of




”~

and a cbrrespond1ng confidence interval of

lg/c,- detsa (G./VT) < CVE/CVC < Tgsc + Ray2 @ /7). (9)

\ \

For unequal sample sizes G2 becomes . J

[

2 . , 2INPLE 2 N (Gorup)? |, N @1 /un)?
a. [(G1/Gn) (ua/uy)] {2 — r "2( 2lug)e | _ﬁ,l( 1/u1) (10)

~

| |
\
where N = ny + np, and Ig cvN [@1/G2)/ (up/uy), G.2/N].

ACCURACY OF THE I.ARGE .SAMPLF. APPROXIMATION

‘The statistical manipulations ébove result in a large sample
" approximation td the distribution of lgsce [n order to check the
'usefulnesg of this approximation for small sgmp]eé, a simulation
study was contucted. The subroutine GGNML of the International
Mathematicgl and Statistical Librariesr(19f7) was used to generate
standard ;onnal\QQZIfffj;”I}b}e B1, gives thg Eepresenative values
- of Igsc ugéd in the‘sﬁmulatiéqs. Tﬁgse were chosen to represent a
range of values that would be cons}deﬁed 1ige1y in experimental

studies such as the mastery learning studies under consideration

-~

o
\

\
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sHere. Caution.is recommended, however, in making interpretations

beyond the range reported.

In each simU]atiqn, the experimental and control group sample -

Sizes were ‘chosen-to be equal, that is n Ng = NnC. The normal -

B

deviates were generated as two independent vectors of -length N,

one fer the eiperimental group and one for the control grodp; “The
samp]e means and standard dev1at10ns for each were then found |
a11OW1ng the computation of Ig/c. The means and var1ances of the

simu]ated Igsc'ss for the 14 types-of simu1ation chosen, are given

~in Tables B2, B3 and 84 A]so shown are the proport1ons of conf1-

dence 1ntervals wh1ch conta1ned the true va]ue of It/C w1th certain
nomina] significance 1eve1s., These proport1ons were fognd by

noting, for each simu]ation, Whether the true value of Ig/¢ Was

-w1fh1n the nom1na1 conf1dence 1nterva1 ca]cu]ated using the samp]e

va]ue of IE/C and the sample va]ue of G. (as g1ven in equatign 9)
T

these 1nstgg;es~were’ﬁfzaahlated for each of the nominal s1gn1f1- 5
I

cance levels and then divided by the tota] number of s1mu1at1oqsrto

give the result. The proximity of thse proportions to=the,nﬁhinéll

e
-

level is"an indication of the aceuracy_of the large sgmﬁ]e approxi-
(¥ - N - N ) ° /// . R -

mation., / : o

The first series of simulations are,reported in Table B?2; this

sefﬁes contrasts ‘the performance of-the approximation as’the

’ e » . _3]_
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eipérimental standard deviatibq;ihf]ategnand deflates, while the

-

other parameters remain cqnsﬁant. Consider first the column of
means; this column revealed a tendency to overest1mate,IE/cf he
bias declines frgm"about 6 percent for the case n = 10, to abou

2.5 pefcent/fo?'n = 20, doWn to aboUt"l perteht for.n = 50: Thils

bias can-be traced to the fundamental assymmetry in the distribufion
of,thé standard erﬁors; it is of noteworthy size Egggthe simu1ations

V/gt'n = 10, énd.such Easés.shou1d thereby’ be ireétéd ;ith'cautibn,
but its perfdrmaqce éorlthe 1arge'samp1e sizes is quite within
the bounds suitable for_phéctica] app1{éati0n; The stéry‘tdld‘by
the proportion of confidence 1ﬁterva1s cdntaininQ"IE/c is rather
similar.  Here, all values found match the nominal ones quite wé11

except for the n = 10 cases., There is a small but markéd tendenpy_

3

for the emﬁ%rica] bropqrtion to heﬁbe1ow the_npminaﬂ-ones. Thgs
“may he due to bias-ofithe estimator:\hxfendency for the variance

s estimator to underestimate the twice'variatioﬁ; or a combinatiod

of .the two. fhis issue cannot be fully clarified uﬁti1 én unbia%ed :

estimator is found.

The second series of simulations is reported fn'Tab1e B3; this

\

series contrasts the performance of the_qpbroximation as the experi-

mental mean shifts, and the other parameters remain constant.. The'"
X : _

~results give the same, picture: the approximatiod\is doing quite
. 2 yd SN L L
- \

well for the case n = 20 and upwards, byt/ﬁs poor for n =10, The

¢
-



for n = 10.

third series of s1mu1at1ons is reported 1n Tab]e B4; here ‘the
exper1menta1 means and standard dev1at1ons are s1mu1taneous1y

man1pu1ated but the exper1menta1 coeff1c1ent of var1at1on ‘and the

contro]l group parameters are kept constant, In th1s series a1so,

.-the approximation hp1ds up well for n = 20 and upward, hut 1s poor

These resu]ts 1nd1cate that (subject to the previous remark on

caution in extrapo]at1ng s1mu1at1on resu1ts) the approx1mat1on is

e

usefu] when there ‘are 20 or more- cases in each of the exper1mentali

s//and contro] groups, but that it shou]d not be used for smaller

sample groups. Work. is continuing on finding a correction .for the.

‘bias in the estimator Ig,c.

-33-
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, TARLE B1. Representatwe Vclue< of IE—_/(‘ .
L STmutatt 7 —
imulation . ) G / _E B
1 | ©1.0n / '10.0 1.0//‘ 10.0.  1.00
2 -1.25 /¢ 10.0 1.0 10.0 1:25
3 - 1.50 ,f 10.0 10 10.0 1.50
4 0.75 , 10.0 " A0 10.0 - 0.75
5 0. 50/ 100 /1.0 10.0 0.50
6 0.25 1.0/ 1.0 10.0 0.25
7, 0.9091 - 10.0 1.0 11.0 1.00
8 0’8333 . 10.0/ 1.0 . 12.0  '1.00
-9 ' 1.1111 . 10.0 1.0 9.0.  1.00
10 (1.2 100 1.0 8.0 . 1.00
11 L 1.00 100 1.0 14.0 1.40 |
12 - o 1.00. 10,0 - 1.0 12.0 1.20]
13 ) - 1.00 ©10.0 . 1.0 8.0 0.80]
. 14, I 00*--~——-—10 T B I 6.0 0 60]
N ,___].
L ! oy
,/////// ,
'l// >~
- P
B \
o \
/// ’ \
. \
| // \




TARLE Bl. Representative Values of Ié/r

‘}JNS, Tat1 v T ‘ 7 '
, imulation . Iese c CC /// € £
1 1.00 / "10.0 1.0/ 10.0. 1.
2 1.25 /71040 1.0 0.0 1.
3 1.50 4 10.0 140 10,0 1.
4 0.75 10.0 A0 10.0- 0.
5 0.50/ 10,0 /1.0 10.0 0.
6 0.25 1.0 /1.0 10.0 0.
7, 0,6091  10.0, 1.0 1.0 . 1.
8 0’8333 . 10.0/ 1.0 . 12.0 1.
9 ' 1,111~ 10.0 1.0 9.0, 1.
10 (1.5 10,0 1.0 8.0 L.
11 R 1.00 1000 1.0 14.0 © 1.
12 - 1.00 710,00 0 1.0 12.0 1.
13 S1.00° - 10.0. 1.0 8.0 0.
14, 0 10e0—— 1.0 6.0 .0
o
i /

rd 34 o \\4




"TABLE B3. Sma11 Samp]e Accuracy of ronf1dencp Interva]s for 1

‘Equal Standard Dev1at1395 “and D1ffer1ng Means

E’/

Proport1on of confidence 1nterva1s
containing IF/C with nominal

~ Sample Size: Mean . Var1ance /'

significance lével

7 =g =ne s Tee IE/c

.h66

) - - 80 .70 .80 90 .95 .99
,/ \ , S
| S1mu1at1on 7 IE/C = 0.9091 _ )
. . - " i . /
10 9553 .1202 .576  ,672. .763  .865. .910 .952
20 ~.9386 ,0482 ‘.599///1595 785  .890  .947. - .980
30 7 .9193 .0302 -.602° .688 .789  .898- .942 .978
40 o 9250 .0215 <608 .707 .807. .904 952 .984°
50 - .. .9139 0184 . 583 .79  ,790 .885 .~ .941  .984
P j;mu1at1on 8 IE/C = 0.8333 . o
.10 .8958/// .1047 ,571. " .80 .784 .873 .918  .962
20 . 8564 0421 .582 .636 .782  .880  .934  .969
30 ~.8452 0271 .581  .AB86° .799 © .886 .929 .971
40 ,4// .8467 .0204 574 .74  .776.. .889- .,941  ,978
150 7 .8383 .0150 .606  .700 .798  .886 .938  .985
//'/ 4 . . . ) . .
s o Simulation 9, IE/C = 1.11114 _
10 .- 1.1865 - .1849 563  .667 775 .870  .914 ~ ,952
20 1.1483 .N792 596  .695 794  .887 .936 .,978
30 1.1293 _ .0479 .579 .90 .785 ..886 .936- .979
40 1.12677 .0337 603  .702- .802 ' .894  ,944  ,983:
50 1.1216 .0290 ©  .586  .A87 790 .881  .929  .980
| . B . Simulation 10 IE/C = 1:2§ 5
10 ©1.3273 . .2561 558 - .665. 771 - .869 .'.920\ 962
20 - 1,2830 .N986 581 .689 ,791  .887, .936  .976
30 -1.2704 -.N609 .588 .676 .786 .893  .940 .976
40 1.2771 .0469 .580 .A76 .783  .891 - -.945 = ,985
50 - 1.2642 .0355 .565 778 .880° .941 .98l

NOTE: Each of the simulations is based on 2000 cases.
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T?BLE.B4.- small Sémp]e'Accurac} of Confidence-Interya]s:fof I

Differing Means and Standard Deviations - ‘ E/§'~

. | Proportion of confidence intervals
Sample Size Mean Variance ~containing IF/C with nominal

n=ng="n. I Te,r - - ’ significance level
’ E - Cf: e/C E(C ‘ .60 .70 +830 .90 .95 .99

_ Simulation 11 W IE/C = };O-- | | |
10 1.0620  .1593 . .552 ,645° ,745 .846 . .899  ,948
20 , 1.0224  .0649  ,579  .678 .782  .872 917  .972
30 - 1.0097  .0364  .596 .693  .792  .893 . .944  ,979
40 ‘ 1.0159  ,0285 - .600 .A94  .791  .900 . .946  .986
50 1.0066 ~ .0212°  ,595  .694 .793 -.897  .945 981

| -.51mg1apion 12 Ig,e = 1.0 |
0 1.0850  .1712 = ..549 ,652 .759° .868 .916  .955
20 1.0372 ~ 0612  .585 .6834 ,789  .890 .941  .975
30 1.0180  .0407 ~ .561 .664 775 876 - .930  .979
40 1.0187  .0279  .591  .692 .798  .898 .945  ,982
50 _.1.0081  .n227  .584 .593 .795 .892 ..943  ,985
| ) Simu]ation~13 IE/C = 1.0” .
L 10 - 1.0732  .1649  .572 .673 ,.774 875 .918  .960
20 1.0328 ~ .0653 ~ ,576 .678 779  .876 .922  .966
£ 30 1.9208  .0382  .601 _ .693. .795 ,891  .939. .979
40" . 1.0103  -.0285  .596  .689  .791 ..885 ,933  ,980
50 . 1.0138  .0227  ,595 .A95 796 .890  .941 - .980
Simu]ation 14 .IE/C =‘1.0 ‘
10 1.0676  .1579  .566 . .666 .776  .880  .921  .959
20 1.0252  .N615  .585  .689.- .784  ,880 .931  .968
30 1.0158  .0382  .,590 .94 .801 .887 .939  .977
40 1.0131  .0280  .598 .697 .-.797 .89 .938  ,980

© 50 1.0131  .0217 .585  .685  .,802. ,902 .948 .983

NOTE: Each of the simulations is based.on 2000 cases.
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